AD-R193 502 CONCURRENT ALGORITHMS FOR NUMERICAL COMPUTATION ON i1
II\’PERCUIE COHPUTER(U) COLORADO UNIY AT BOULDER DEPT OF
| ONPUTER SCIENCE R SCHNABEL 22 FEB 88 AFOSR-TR-88-9587
UNCLASSIFIED VOSR 87-0053 F/G 12/6 NL




Hp e g g 3 TR AT AT B BTG 1,0 g€ G By ¥ AP 0t R B 0a% 1, 0t dat GaV ¥ bat $2V 0a? Bat Bel NaV Bat St ¥at Ga¥ 9at Bat gu* (al gat Yav Gav g 5g°,037. 82" XU

i - Y " w ':
[ )
4
H
[
A
4
§ 3
{ g
W ?
. )
a4 \
: |
i)
N {
N
! N % .
i 28 5 R
b I.O T 'IL k i ‘
' LR QE \
@ T !
l‘ 3 b , ‘
; = |i&
(s

;; 22 flis e

u
)
P 1
o .
A “WCROCOPY RESOLUTION TEST CHA'
" NATINNA BUREAU OF STANDARDS-j962 .

-
-

(g
. §
[y

]

3 {

N £

4 (
)

_ )
%
N

» {
G

K ‘

Cn 4

' & (‘
1)
.

[ "

9 !
h

' \

]

4

']

(3

U

(]

4

- - - - - - -

Ty .v "V r?’ L NPT P Ny -I' T g .

e .;r ':"‘a:" N N '\J“' UP' 'V"- :\'& '\’.'-"\'s. I\*:“-::“:‘(::.::: \":'\
:f R R B
" i NSRRI .'.'. “.la'.'-‘.h..‘o..'c ATl .o".l’l.‘ el ?'. e v“.ﬂ. T e 5

.



B T O T N I A N o L R A T R RN o LA M A AR A AR A XN R YN RN L YO W wal 8.0 W0 b ah Sl Vol U oh SoB W g 620 Y@ b ...'.
B0

-
-
-
-
-

classified | Unc F”.E CO _

N v 2_ASSISICATICN QF THIiS 2AGE
Lo mmsm,mow PAGS ]
SATSECLAITY CuASSIFIC Y I o, RESTRICTIVE MARKINGS N
m nclassified _ o
m LAITY CLASSIFICATION AUV M. OISTRIBUTION/AVAILABILITY OF REAGRT ) ',\
LY
e Approved for public release; . ::
SLASSIEICATION/DOWNG R ARG HEouLE distribution unlimited ]
(]
< H (a )
!
l EORMING CRGANIZATION REPOQAT NUMBER®) 5. MONITORING QRGANIZATION REPOAT NUMBER(S) ~ ::
Q Final Technical Report v AFOSR-TR- 8 8 -U5 8 7 ~
I
WME OF PEARFORMING QRGANIZATION o. QFFICE SYMBOL 7a. NAME OF MONITQRING QRCANIZATICN 'f '
. . 14 ole e
< tiversity of Colorado {17 appiicadie) Air Force Office of Scientific Research/NM‘ L%
apt, of Computer Scienc2 I
OQRESS /City. State ana ZIP Coas) To. AQORESS /City, State ana ZIP Coaa) '1
1
ampus Box 430 Buildi . >
uilding 410, Bolling AFB, DC 20332 [ )
Boulder, CO 80309 SR g & A% .
)
\
88 NAME OF FUNQING,SPONSQRING 8b. QFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER :‘:
R P VY% AFOSR-87-0055 A
FOSR ArY] - bl
8c. ADQRESS (City, State and ZIP Code) 10. SQUACE Of FUNDING NOS. W,
' PRACGRAAM PRCIECT TASK WOAK ynNIT '
ELEMENT NO. NO. NO. NO. -J
, -
Y, ;l"r E ( “xﬂ‘ﬂﬁ- : ﬂc-u%mj ﬁﬂﬂ rneri Q. & ) % >
12. PERSENAL AUTHOAIS) H ' E‘;
R. Schnabel
13a. TYPE QF AEPORT . 13o. TIME COVERED 14. CATE OF AEPQAT (Yr.. Mo., Day; 18 PAGE COUNT .
_Teehmitml [y @V |rmow 10/1/86 0 9/30/8%  2/22/88 ' 2 oo
16. SUPPLEMENTARAY NCTATION z
58
o"'c
17. CCSAT! CODES 18. SUBJECT TEAMS (Conninue on revarse f necesary and idenafy by dlock number) i\
£EL0 gaoue SUS. GA Hypercube computer, numerical computation, G }
| optimization, VLSI design :;'_
‘ 19. ABSTRACT (Continue on reverse i/ necessary and :dantify by biocs numoer) ‘:&
"H‘
-~ The purpose of this grant was to purchase a hypercube computer to support DoD-sponsored ;’_":
research, and other rescarch, in parallcl numerical computation. The plans that were outlined in the pro- »
posal were followed very closcly. We have purchased a 32-node Intel iPSC-DS hypercube computer with -
the funds from this grant, and have uscd the matching University contribution to support the maintenance '
of this computer. This computer has been used, over the past year, for research in parallel numerical \
computation in arcas including global optimization, VLSI design, large sparse systems of linear equa- ) ':
tions, and cigenvalue problems, as well as for research in the languages for parallcl computation and in 2
the dcbugging and measurcment of parallel programs.
(— 3
20. OISTAISUTION/AVAILABILITY OF AGSTRACT 21. ABSTRACT SECURITY CLASSIFSICATION \
uncLasSSIEIEo/UNLIMITED T same as rer. T oticusens O " Unclassified ' »
22s. NAME OF RESPONSIBLE INOIVIOUAL 225 TELEPHONE NUMBEA 22¢. QFBICE SYMACL "N
: 1 . tinciuge Arve Code: / )
Brian W. Woodr:ff, Majc~ UCAF 202/767-5025 Am :‘l
)
DO FORM 1473, 83 APR EDITION OF 1 JAN 73 1S OBSOLETE, Unclassified .‘
19 SECURITY CLASSIFICATICN SF =S 2a5E ~‘

076

>




Final Technical Report

U.S. Air Force Grant AFOSR-87-0055
Concurrent algorithms for Numerical Computation
on a Hypercube Computer

R. Schnabel
University of Colorado at Boulder

1 October 1986 - 30 September 1987

1. Summary

The purposc of this grant was to purchasc a hypercubc computer to support DoD-sponsored
rescarch, and other research, in parallel numerical computation. The plans that were outlined in the pro-
posal were followed very closcly. We have purchased a 32-node Intcl iPSC-DS hypercube computer with
the funds from this grant, and have used the matching University contribution to support the maintenance
of this computer. This computer has been used, over the past year, for rescarch in parallel numerical
computation in areas including global optimization, VLSI design, large sparsc systems of linear equa-
tions, and cigenvalue problems, as well as for research in the languages for parallel computation and in
the debugging and measurcment of paralle]l programs.

2. Computer Equipment Purchased

The grant provided funds for the purchase of a 32-node hypercube computer. As is required by
state law, the purchase of this machine was performed through a competitive bidding process. Bids were
received from Intcl and NCUBE, as well as one other bid for an inappropriate product. The bids were
evaluated on basis of price, price/performance, hardware and software availability and reliability, mainte-
nancc, and company stability. Both vendors lent us machines to test; in fact, Intel lent us a 32-node
machine commencing in August 1986, which pemitted us to begin our rescarch using these machines
considerably earlicr than e¢xpected.

Both the Intel and NCUBE machines were judged to be very satisfactory for the stated purposes.
The decision to purchase Intel was made primarily due to price, and a perceived superiority in software
availability and rcliability. The purchasc was officially complcted in the carly summer of 1987, but as
stated above, the Intel computer has been present and fully operational since August 1986, The purchase
price was $98,700; the remaining $1,300 of this grant, as well as the matching University contribution of
$12,500, are being used for maintenance, as well as a small amount of required space remodeling.

In general we have been satisfied with the performance of the Intel computer. The incidence of
hardwarc problems has been small. As can be expected with a new product, there have been somewhat
more software problems, cspecially in products such as the C compiler that have not yet been used by
many customers. In general we have received good responsc from Intel in addressing these problems.
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:: 3. Research Performed on the Hypercube
i

The hypercube computer has been used in virtually all of the research projects that were mentioned
fo in the original proposal, as well as a number of interesting projects that were not anticipated at that time.
" These projects generally fall into the categories of parallel numerical algorithms, and software support for X
» parallel computation. Since this grant provides equipment to support this research, but not direct support '
::, for the rescarch itself, we just briefly summarize the research here. ‘
o Professors Byrd and Schnabel and their students have used the hypercube in several research pro- ’
,:: jects in parallel methods for nonlinear optimization and systems of nonlinear equations. A parallel global X
kY optimization algorithm has been implemented on the hypercube and tested extensively. This research has
;:c involved not only the development of parallel algorithms, but also of techniques for modeling parallel
0 algorithms. We are also developing parallel algorithms for large, block-bordered systems of nonlinear
" equations, which arise in VLSI design and in structural engineering, and are implementing these on the "
N hypercube. This research is supported by AFOSR grant AFOSR-85-0251, ARO contract DAAG29-84- !
;,‘ K-0140, and an NSF Coordinated Experimental Research (CER) grant. g
:.:.: Professor Hachtel and his students have utilized the hypercube to implement parallel algorithms for
X problems that arise in the design of VLSI circuits. A two-level tautology checking algorithm has been
0 implemented on the hypercube, with good results. This research also is supported by AFOSR grant

Y AFOSR-85-0251.

W W e

» Professor Schnabel and his students have also developed a new language, DINO, for distributed
R numerical computation. Its intent in to make computers such as hypercubes considerably easier to pro-
gram for numerical applications. The language consists of some high level extension to standard C. A

o prototype, using C++, has been implemented on the Intel hypercube. This research is supported through

"; our NSF CER grant. N
by ¥
13 Professor Jordan and his students have used the hypercube to compare a point to point communica- ,
‘?‘ tion scheme with a global, broadcast/accumulatc communication scheme. These studies have been made

using a particle in cell (PIC) code.

ol Professor Nutt and his students have been working on modeling and debugging for parallel compu- \
v:: tation. They have used the hypercube to make measurements that analyze the effect of communication
» hot-spots in the cube. They have developed a set of utilities which do graphical output from the nodes of

the hypercube. They are now working on a debugger for the hypercube, hooked through an interface to a
;.. Sun workstation.

Professor Farhat of the Aerospace Engincering Department, who joined our faculty after the propo-
sal was written, has been an active user of the hypercube. His research is in parallel methods for prob- ,'
3 lems in structural design, for example problems arising in the design of space structurcs. He has used theor \
hypercube to implement and test some parallel solvers for large, sparse systems of linear equations, and
: ‘ some parallel generalized eigenvalue problem solvers. a
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